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Chapter 5: High Level and Detailed Design

5. 

High Level and Detailed Design


This chapter describes the activities and considerations specific to migration projects that occur during the design development phase.
Introduction
The design phase produces the system architecture, hardware specifications, algorithm selection, database specifications, and interface specifications.  The process includes alternative analysis, which addresses the ability for alternatives to meet the requirements, and assesses the impacts of each design with regard to cost, schedule, system performance and operations.  In the Vee model, design occurs after requirements definition and before implementation, as shown in Figure 5‑1.  
The systems engineering process should not be construed as linear.  As noted in the previous chapter, the design process may uncover information that will affect the requirements and even the concept of operations.  Because much ITS work is implemented within organizations that have traditionally focused on roads and bridges, the concept of design that many ITS professionals have may not align with the actual design process involved in system engineering.  The following is an excerpt from an article on software design, but is applicable to software-intensive systems
:

“The general consensus is that when real engineers get through with a design, no matter how complex, they are pretty sure it will work.  They are also pretty sure it can be built using accepted construction techniques.  Consider a bride design, for example. Before such a design is actually built the engineers do structural analysis; they build computer models and run simulations; they may even build scale models and test them in wind tunnels or other ways.  In short, designers do everything they could think of to make sure the design is a good design before it is built.  The design of a new airliner is even worse; for those, full scale prototypes must be built and test flown to validate the design predictions. 

The overwhelming problem with software development is that everything is part of the design process.  Coding is design, testing and debugging are part of design, and what we typically call software design is still part of design.  Software is so complex that there are plenty of different design aspects and their resulting design views.  The problem is that all the different aspects interrelate. 
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Figure 5‑1:  Systems Engineering “V” Diagram
(High Level and Detailed Design Step Highlighted)




The software design is not complete until it has been coded and tested.  Testing is a fundamental part of the design validation and refinement process.  The high level structural design is not a complete software design; it is just a structural framework for the detailed design.  Refining all the aspects of a design is a process that should be happening throughout the design cycle.  If any aspect of the design is frozen out of the refinement process, it is hardly surprising that the final design will be poor or even unworkable. 

Software is too complex and it depends on too many other things.  Maybe some hardware does not work quite the way the designers thought it did, or a library routine has an undocumented restriction.  These are the kinds of problems that every software project encounters sooner or later.  Theses are the kinds of problems discovered during testing (if we do a good job of testing), for the simple reason that there was no way to discover them earlier. When they are discovered, they force a change in the design.”

This excerpt highlights some key issues that are common in the ITS industry.  The main concept is that design is considered complete when implementation begins.  This is not true for ITS projects.  In systems and software, the design is not complete until testing is complete.  This is not to say that unending changes should be tolerated.  It does mean that change should be expected and managed.  Risks for change should also be identified, assessed and evaluated.
Design Activities Defined

Three basic activities occur during design: requirements are allocated to subsystems, specifications are developed, and alternatives are analyzed including assessment of off-the-shelf solutions, if any exist.
Allocate Requirements to Subsystems
The high-level design defines the project level architecture of the system.  This architecture defines the subsystems to be built, internal and external interfaces to be developed and interface standards identified.  The high-level design is also where the subsystem requirements are developed.

The high-level design is the bridge between the system and subsystem requirements and the detailed design of the system.  This process includes the decomposition of system requirements into alternative project architectures and then the evaluation of these project architectures for optimum performance, functionality, cost and other issues (technical and non-technical). Stakeholder involvement is critical for this activity.  Internal and external interfaces are identified and are then managed throughout the development process.  Functional and physical decomposition are the key activities that will be used.  Functional decomposition is breaking a function down into its smallest parts.  Physical decomposition defines the physical elements needed to carry out the function.  Allocating these sub-functions to the physical elements of the system will form the complete project architecture.  This step also defines the integration and verification activities needed when the system elements are developed.
Develop Technical Specifications

Technical specifications for the hardware and supporting software are developed in the design phase.  Each specification is written to produce the functions and performance outlined in the requirements.  This process converts the “whats” of the requirements to “how” the requirements will be implemented.  At this stage, decisions are made regarding how the system will meet its requirements and often breaks down into a series of decisions about one alternative against other alternatives.  
Perform Alternatives Analysis
The objective of this part of the systems engineering process is to carry out a comprehensive analysis and evaluation of the alternatives that result in a preferred system architecture.  At the completion of the alternatives analysis, the systems engineering team has produced a preferred system architecture together with the analysis that supports the selection.  It is necessary to clearly demonstrate why it is superior to other alternatives.  The entire evaluation process, including the alternatives considered and not considered and the rationale for the selection and rejection, should be documented so stakeholders can review them.  The alternatives analysis should assess the technical, schedule, cost and operational trade-offs of each possible approach. 
Assess Viability of COTS Solutions
After potential commercial off the shelf hardware and software have been identified, a thorough evaluation of these products must be conducted.  Trade studies are used to analyze and compare the different COTS products relative to the requirements to determine which are compliant.  Technical reviews are used to identify defects, conflicts, and missing detailed design requirements to ensure that the component design is addressing all of the subsystem requirements and meets its intended purpose.

Stakeholders must be involved in comparing the COTS product specification to the system requirements to determine if there are gaps between the two.  If gaps exist, then it must be determined whether the COTS product can be used despite a deviation from requirements, through product modification, or through development of a customized product.
As discussed in Chapter 4, at times a screening of COTS solutions to the requirements is made earlier in the process.  The earlier screening is done to help in determining the level of requirements development that is needed.  It also provides an early reality check into the requirements development process that can lead to cost-effective changes in requirements before the design phase begins.  However, that screening is not generally intended to make a final selection of a COTS product, but rather to determine if COTS solutions can be viable.  
Application to ITS Migration Projects
The key focus of a migration project design is identifying the locations of “cuts” and “repairs” and defining how they are accomplished.  This implies that a system boundary must be defined that encompasses the project scope.  A system boundary should be selected that minimizes the complexity of the design solution and simplifies the system – subject to trade-offs in cost, schedule, and operations.  In addition, the design process must be concerned with scope creep in the establishment of the system boundary.  The design process can reveal opportunities to improve aspects of the system.  These opportunities should be documented and reviewed in a change management process (Chapter 8).  Some may be included in the project, some may not.
We can once again use the heart patient analogy to explore the migration design process.  The following is not a comprehensive list of the design decision, but is provided to help understand the design step in terms of a migration.
In the design process, the doctor must:

· Allocate requirements to subsystems.  The doctor would allocate many requirements to the heart system, but some requirements would be allocated to other body systems if the patient has other health issues (and particularly any health issues associated with the patient’s heart disease).  Some of the requirements may be allocated to healthy body systems.  Oxygen is often available or administered for the lungs and oxygenating the body.  For the surgical process, the “development requirements” would be allocated to the various subsystems to be implemented to conduct the surgery.  For example, there would be anesthesia subsystem requirements, surgical theater subsystem requirements, patient monitoring sub-system requirements and the like.  It may be that a new subsystem is developed specific to this patients needs, and requirements allocated to that. 
· Develop technical specifications.  A this stage, the decision regarding what type of stents will be used (medicated or not medicated?, size, and other options) is made.  The final decision is based on the alternatives analysis.  The locations of the stents are finalized as well. 
· Perform alternatives analysis.  The various options for stent design and locations for stents are made.  The various surgical alternatives including the point of entry for the surgery, and the various drugs and systems to be used to maintain the patient’s systems before and after surgery are made. 
· Develop a contingency plan.  This part of the design process is very important.  Because conditions cannot be fully understood until implementation (surgery) is underway, contingency plans must be developed.  These can include options for bypass if stents cannot be installed (which sometimes happens if the blockage is discovered to be too dense), or if the blood flow performance after stent installation is not what is needed and outlined in the requirements.  Other plans are developed in case other systems fail during the surgery to maintain the patient’s life. 
What is Different about Migration Projects that Affects the Design Process?

The design process for ITS migration projects differs from new implementations because:

· Making modifications to existing systems provides a temptation to resolve various other problems that may or may not be related to the original concern.
· Unless there is a means to truly understand the inner workings of the system at the proposed locations of cuts and repairs, the chances that the design will change during implementation and testing are high.  The design process may need to include tests to determine how the system actually behaves.
· The potential bias towards selecting a particular technology that is known and familiar greatly influences design. 
· These differences, taken together, create pressure to “push back” or reiterate the design process. 
The following example from the State of Washington Department of Licensing Mainframe Migration Project illustrates how the design process extends to the testing phase.  The excerpt relates to the selection of a database access technology.  The project was migrating applications from a mainframe (Unisys) environment to a Windows environment. 

“In the Windows environment, the two supported options considered for database access were ADO and ADO.net. ADO is the defacto feature rich standard for database access. ADO.NET was introduced with the .NET environment but it is not a replacement for ADO. Both technologies have their advantages and their disadvantages. 

ADO.net provides better performance than ADO but currently lacks some of the features mainframe programs utilize and rely on–for example pessimistic locking and cursor stability. The disadvantage of ADO, however, is that it is an older technology and would degrade performance in the new environment.


The initial decision was to use ADO.net.  Unfortunately, ADO.net does not contain the features necessary to provide the required functionality. As such, the new environment was implemented using ADO. During testing it was realized that the performance of some of the functions, such as reading the entire database for report generation, was negatively impacted. To address this, some of the simpler functions were implemented using ADO.NET. For operations like reading the entire database, this improved performance by seven times compared to the original Unisys environment.”

Note the design decision change from ADO.NET to ADO (which apparently occurred during implementation), and the final design decision to incorporate features from both tools, which did not occur until after testing. 

It is also relevant to note that a “technology” decision was made by the DOL – they had made a decision to migrate to the Windows environment.  This, overall, is a good decision for the department, but clearly impacts individual migration projects due to the specific capabilities of that selected technology.  Sometimes the selection of technology must properly occur well before the design phase. 

Allocation of Requirements to Subsystems

In all systems projects, one of the early steps in design is to allocate the requirements to specific subsystems and to hardware or software.  In a project that has no legacy system, this allocation is relatively straightforward, with design decisions being made and relatively little need to re-allocate requirements to a different subsystem.  However, in a migration project, the implications of allocating requirements are a little more profound.  The requirements should be allocated initially on the basis of where it is most logical to address them.  However, at the end of the allocation process, if a subsystem that was not initially intended to be migrated has some requirements allocated to it, a decision needs to be made.  The requirements could be re-allocated to other subsystems, if it is appropriate and the other subsystems could address the requirements.  The requirements could be deferred to a later project that might include more changes to subsystem in question.  Or, the subsystem in question could be modified in the migration project, becoming part of the target system.  It is important to keep these options in mind and make decisions that will best serve the overall intent of, and budget for, the migration project.  
Develop Technical Specifications

The technical specifications will often be constrained by the legacy system.  It may be that only certain software utilities can be used to address the legacy database that will be retained.  Or, perhaps a hardware selection, such as implementation of an IP addressable camera in a legacy analog environment will dictate that certain types of hardware must be supplied.
Alternatives Analysis

ITS migration projects require analysis of the alternatives just as new implementations do, with some amendments because the disposition of the existing system must sometimes be considered.  In addition, the design stage should address the staffing, training, and space needs of the ITS migration project. 
5.1.1 Migration Boundaries: System Modification versus System Replacement

One of the key steps in migration design is the establishment of system boundaries.  The alternatives analysis will potentially identify different possible boundaries.  For example, at first blush it may appear that a freeway management system that needs to be enhanced in order to support integrating CAD data into its incident management subsystem simply needs to upgrade its incident management module.  However, there is likely to be other implications of this change that could affect the user interface, the traveler information subsystem, and the data archiving subsystem.  There are probably multiple ways that the same functions can be accomplished, each of which would affect different subsystems and require a different set of subsystems to be modified.  The allocation of requirements will provide initial boundaries for the migration, but the alternatives analysis will look at a variety of options in order to determine the one that is most effective.  Changing the boundaries for the migration will mean that requirements will have to be re-allocated to reflect the changes set of subsystems that will be modified.  
The investigation of the boundaries of the migration will likely point to another key decision – the system migration will consist of modifications, upgrades, and enhancements to the existing system or whether the system migration will be accomplished by completely replacing the existing system with a new system.  This decision will be based on several attributes of the existing system including:

· Technologies of existing system.
· Expandability and flexibility of existing system.
· State of documentation of existing system.
· Cost of maintenance.
These attributes provide an indication of how easy or difficult it will be to modify the subsystems included within the boundary of the migration.  Modification of the existing system may be possible only when the technologies currently used are adequate.  An example would be a system that was recently deployed using software languages and design techniques that allow new components to be added with relative ease.  However, the system migration may have been initiated due to outdated technologies (hardware and/or software) which would not cost-effectively support upgrades or other modifications.  Some technologies may not be supported any longer, and must be replaced. 
The modifications needed to the existing system may also prove to be too costly compared to system replacement after determining the subsystems that really need to be upgraded or enhanced as a result of the requirements allocation process and the determination of the migration boundaries.  If the existing system will require extensive software development to meet the requirements of the migration, replacing the entire system may be more cost-effective.  
Parallel versus Cutover System Operation

The ITS migration project must also address the alternatives for rolling out the target system.  There are two main operational approaches– parallel system operation and cutover system operation.  Parallel system operation is characterized by having the legacy system and new system operate in parallel.  Cutover system operation is characterized by having the ability to operate either the legacy system or the new system but not both at the same time.

Parallel system operation is assumed to continue until the legacy system is completely retired.  Although, not a preferred approach, parallel system operation may be necessary if functions of the legacy system are critical and cannot be migrated or retired, or there is a need to compare system components side-by-side to verify operations before retirement of the legacy system.  Parallel operation may require that operators use both systems at the same time which in turn adds complexity to standard operating procedures.  An example of parallel operation is the migration of detector technologies such as loop detection to video detection.  It may be necessary to verify the operational results of the video detection system to see if they match those of the current loop detection capabilities of the system. 

Possible impacts of parallel operation:

· Increases storage space and inventory management requirements.
· Increases the workload and the complexity of operation.
· Creates the need for additional training and documentation.
· May slow response.
· May increase the likeliness of errors.
Cutover system operation is typically implemented when it is not possible or necessary to operate both the legacy system and the new system in parallel.  Cutover operation may be accomplished on a subsystem by subsystem basis so that the legacy system continues to operate some subsystems (e.g., the video subsystem) while the target system operates other subsystems (e.g., the DMS subsystem).  With cutover system operation there is a prescribed procedure or method of stopping the use of one system and starting the use of the other system.  The cutover might be done via prescribed steps for system software shutdown and startup or via physical cutover switches that direct the communications path to either the legacy system or the new system.  The first method might be needed with a new user interface for the system and the second method might be needed with new field equipment.  Cutover system operation should be designed in such a way that operations can be switched between the legacy system and the new system.

Possible impacts of cutover operation:

· Increases storage space and inventory management requirements.
· Increases the workload and the complexity of operation.
· Creates the need for additional training and documentation.
· May slow response.
· May increase the likeliness of errors.
The following criteria are considered when making the transition decision:

· Safety.  If the system provides a critical safety function, then there must not be a period when the system is not functional.  Compromises in functionality may be acceptable (for example, traffic signal system operation may be cut over to local operation only during a central system transition). 
· Public reliance on system.  The transition approach must consider the impacts to the public. Some systems will have a major impact on the ability of an agency to meet public needs and expectations, and the transition plan may need to include outreach to address them. 
· Public perception.  The public perception of an agency may be affected by how systems are managed during a migration transition.  Past and current public perceptions of an agency’s operations are inputs to this decision. Again, public outreach should be considered to address public perception.
Contingency Plans
Also part of risk management, various potential situations that may arise during implementation should be assessed and possible options for resolution developed.  Of course, with legacy systems, it is very difficult to have full knowledge of what may be encountered, or how the system will behave when the target systems are implemented.  Every ITS migration project should be prepared for some change in approach, in design, and even for some type of failure during implementation.
5.1.2 Other Design Questions
Space Requirements

As legacy systems are migrated out and replaced with new systems, the target system and legacy system may need to operate parallel with each other so operations remain as seamless to the traveling public as it was before the migration effort began.  Operation of multiple systems, however, will require that additional equipment be accommodated to support the target system while keeping the legacy system intact.  This involves finding space for power, heating/ventilation/air conditioning, and communications.  There must also be enough space left over not only to accommodate the new equipment, but also to allow for maintenance of both the legacy and target systems.

When the legacy system and target system are operated at the same time, maintenance needs may vary requiring that additional hardware be purchase to keep systems operating correctly.  As such, additional, secure space may be needed to house maintenance inventories.  A small percentage increase in maintenance inventories may have a significant impact on space needs.  

Staffing and Training
As mentioned before, migration projects pose special needs to be considered for staffing and training.  First, the training plan must consider that staff are already doing a full-time job, so it must be incorporated well into their existing duties.  Second, there may be a need for additional staff to perform the functions of the new system.  Or, supplemental staffing during the system implementation and operation may be needed to smooth the transition period. 
5.2 Mini Cases – Discussion

For each mini-case described in Chapter 1, the following questions are posed:

· Does this step apply to the mini-case? 
· If no, why not? 
· If yes, what are the possible actions that should be taken? 
In all of the cases described below, a critical step is to make sure boundaries for the migration are selected correctly.  
5.2.1 Field Device Migration: DMS for NTCIP Conformance
The questions posed for this case in the previous chapter are re-visited below because the process of determining what the migration boundaries, or “cuts” are started with consideration of the requirements, but really get finalized in the design process.  In the case of migrating to an NTCIP compliant DMS system, it is important to determine where the migration boundaries are (or where to make the “cuts” in the existing system).  From the perspective of the central system, is it as straightforward as just adding a device driver or translator?  Will graphic user interfaces also need to be modified?  Will the entire sign control module need to be modified or replaced?  Is the central software structured in such a way that it is easier to replace the entire central system than to modify it?  After the requirements have been well defined, the design process sets out to answer these questions, first by allocating the requirements to the subsystems appropriately.

Allocate Requirements

In the initial allocation of requirements for this migration project, requirements were allocated to several modules and subsystems, including:
· Sign control module.
· User interface.
· Communication subsystem.
· Device driver.
· Data management module.
· DMS firmware.
· DMS sign.
After the initial allocation of requirements, the team found that some of the requirements were met by the legacy subsystems, some were not, and it wasn’t clear if others were or not.  Further investigation was undertaken during the alternatives analysis, discussed later.  
Develop Technical Specifications
As is the case with most systems projects, developing technical specifications and alternatives analysis were not linear in this case.  From the results of the requirements allocation, some technical specifications could be developed without determining the final alternative selected.  The specifications for the central to field communication could be initiated for the mandatory elements of the NTCIP DMS standard.  The team utilized the NTCIP standard and the guidance provided to help them determine the specifications for the communication.  Because the boundaries of the migration hadn’t been decided, that was the extent to which the specifications could be completed.  After the alternatives analysis was finished and boundaries selected, the remaining specifications were developed.  
Alternatives Analysis
The alternatives analysis for this project included more in-depth investigation of the implications of allocating the requirements as indicated above.  The team was not enthused about making changes to several modules or subsystems and wanted to contain the changes to as few modules and subsystems as possible.  By working through the NTCIP guide, they found out that some of their requirements could only be implemented through optional elements of the standard.  They also found out that the agency was planning to migrate additional devices to NTCIP as the standards matured and resources became available.  Additional changes to the user interface and the data management module would be likely as a result of those migrations.  
The result of the alternatives analysis was a decision to implement a translator to convert the DMS NTCIP protocol to a data stream that the legacy system could read.  The design was to build a device driver that would communicate to the sign using the NTCIP protocols but to translate that data stream to the native protocol for the legacy system.  Minor modifications to the user interface were also planned.  This approach would provide a model of how to migrate additional devices until there were resources available to modify the rest of the central system.  Not all of the requirements could be met with this approach and the team went back to the concept of operations and the requirements to make the necessary changes.  
5.2.2 Communications Systems Migration
The communication system migration was undertaken primarily because the vendor offered a good deal on a technology upgrade, migrating from an Asynchronous Transfer Mode (ATM) backbone to an Ethernet backbone with IP addressable devices.  The agency planned to change to IP addressable cameras on a new construction project and will specify IP addressable devices on all future projects.  

Allocate Requirements

The requirements all affected the communications subsystem, either the actual communication hardware and field devices or in the communication modules in the central software.  The agency wanted the same functionality in the camera system that the legacy system provided.  The requirements allocation process was very straightforward.  
Develop Technical Specifications

The technical specifications dealt with the physical hardware specifications for the Ethernet switches and encoders needed.  There was more than one alternative approach to the whole design, so not all of the specifications could be finalized until the alternatives analysis was complete.  The fiber assignment for the new devices and IP addressing scheme were also specified.
Alternatives Analysis

The alternatives were to replace or upgrade all devices at once, implement a different communication media in the interim, or segregate the fibers, some on the old ATM, some on Ethernet.  Because there were sufficient spare, dark fibers, the migration team decided to segregate the fiber plant between the ATM and Ethernet networks.  The other decision was how to integrate the IP addressable devices with the central software.  The team decided to add a new server that would process the communication stream from the central system.  It would include a table that determined if a particular device was to use the ATM network, in which case the stream would be passed on as always in the legacy system, or the Ethernet system, in which case the communication stream was modified to utilize Internet Protocols.  In the case of the video system, the new server would determine if the requested video image was on the ATM network and accessed through the matrix switch or on the Ethernet network and accessed through the new core Ethernet switch.
5.2.3 Change in Function: TMC Central Software Migration
In Chapter 4, during the development of requirements, the team determined that there were two primary options for this system migration – either to modify the software for the legacy system or replace the entire central software system with a new system.  Chapter 4 also states that a high level alternatives analysis was conducted that resulted in the decision to purchase a new system.  These decisions were re-visited during design to make sure more detailed analysis supported that decision.
Allocate Requirements

The team allocated the final, revised set of requirements to the various subsystems included in the central system.  No surprises were uncovered in this process and design continued.
Develop Technical Specifications

The development of technical specifications for this migration was dependent on the final results of the alternatives analysis.  After the alternatives analysis was complete and a final determination was made for the boundary of the migration, the specifications were developed to translate the “whats” of the requirements to the “hows” of design.  The team found that the most critical specifications were for the communications interfaces with the field devices.  The legacy system had reasonable documentation for the protocols used for each type of field device and the specifications were built around those protocols.  
Alternatives Analysis

The migration team conducted a more thorough analysis of the alternatives – to replace the legacy software with a new system or modify and enhance the modules that were needed to be changed.  With a system developer now on-board, more detailed analysis of the legacy system was conducted.  However, the analysis supported the original conclusion that it would be more cost-effective and less risky to replace the legacy software than to modify it to meet the requirements.  
The analysis led to an approach that was slightly different than originally envisioned.  The team revised the requirements and concept of operations accordingly.  A final system architecture was developed and the specification process was completed.  
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